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import numpy as np

from tensorflow.keras.models import Sequential
from tensorflow.keras.layers import Dense

from tensorflow.keras.optimizers import SGD

# ANDALS s =iy
M- ulIX = np.array([[0,0], [0,1], [1,0], [1,1]]) #
4=t ol &lly = np.array([[0], [0], [0], [1]]) #

#MLPz 353 i

model = Sequential([

cMsull 4als  Dense(4, input_dim=2, activation="relu’), #
Sl adazll 71,51 45 Dense(1, activation="sigmoid’)
)

#z d9aidl proces

model.compile(
optimizer=SGD(learning_rate=0.1),
loss="binary_crossentropy’,

metrics=['accuracy’']

#C.Jj.cu_” ;'/.3)..).5
model.fit(X, y, epochs=500, verbose=0)

#C.S}A.L“ )Lﬁi}‘
predictions = model.predict(X)

print("Predictions:")




fori, p in enumerate(predictions):

print(f"Input: {X[i]} => Predicted: {p[0]:.4f} (Rounded: {int(round(p[0]))})")
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